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ABSTRACT

This paper describes the design and preliminary evaluation of a new ‘Online’ ground monitor for advanced receiver autonomous integrity monitoring (ARAIM). ARAIM is intended for vertical guidance of aircraft down to 200 feet altitude. In ARAIM, fault detection is autonomously performed at the airborne receiver using dual-frequency, multi-constellation GNSS. The ARAIM ground monitor aims at validating the assertions made at the airborne receiver on ‘integrity parameters’, which include, for example, the ranging error variances and prior fault probabilities associated with satellite orbit and clock ephemeris errors. To determine these integrity parameters, two candidate architectures, Offline and Online, are under consideration. Both architectures assume the constellation service providers (CSP) satisfy their service performance commitments. But, in addition, Online ARAIM provides a set of precise ‘overlay’ orbit and clock ephemeris parameter predictions to replace the CSP navigation message. And, the Online monitor can broadcast hourly updates on the integrity parameters. It follows that probability bounds on integrity parameters can be tightened, which ultimately reduces availability risk as compared to the Offline architecture. On the other hand, Online ARAIM increases ‘connectivity risk’, as it requires monitor updates to be transmitted from the ground segment to the aircraft. This paper presents an Online monitor concept, which establishes a clear relationship between the monitor’s detection test statistic, and the integrity parameters broadcast to the aircraft. The test statistic is derived independently from the Online overlay ephemeris, using code and carrier phase measurements collected at a few worldwide reference stations. Preliminary evaluation of the test statistic distribution is carried out using truth data from the International GNSS Service (IGS), and using covariance analysis. Results suggest that SV position and clock estimation, which is needed to establish the monitor test statistic, is achievable at the decimeter level using a sparse network of ground reference stations.
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INTRODUCTION

This paper describes the design, analysis and evaluation of a new ground monitor for aircraft navigation using future dual-frequency, multi-constellation advanced receiver autonomous integrity monitoring (ARAIM). Unlike in Satellite-Based Augmentation Systems (SBAS), fault detection using ARAIM is autonomously performed at the airborne receiver. In ARAIM, the primary goal of the ground monitor is to validate, over hour-to-month-long periods, the assertions made at the airborne receiver.

Receiver autonomous integrity monitoring (RAIM) has been used for decades to mitigate the impact of rare-event faults including satellite clock and orbit ephemeris faults in global navigation satellite systems (GNSS) [1], [2]. For example, RAIM is used in aviation for horizontal positioning during en-route navigation. The core principle of RAIM is to exploit redundant GNSS ranging signals to achieve self-contained fault detection at the user receiver.

With the modernization of GPS, the full deployment of GLONASS, and the emergence of Galileo and Beidou, the number of redundant ranging signals increases dramatically, which opens the possibility to fulfill stringent navigation integrity requirements using RAIM. In particular, RAIM can help alleviate requirements on ground monitors. This is why researchers in the European Union and in the United States are investigating ARAIM, not only for horizontal en-route navigation, but also for worldwide vertical guidance of aircraft down to 200 feet altitude [3], [4], [5].

To incorporate information from multiple constellations at different stages of their development, ARAIM relies on an Integrity Support Message (ISM) generated at the ground and broadcast to airborne receivers. The ISM provides integrity parameters describing measurement errors and faults, including, for example, the prior probability of satellite fault, $P_{\text{sat}}$, and the standard deviation of nominal ranging measurement uncertainty due to satellite orbit and clock ephemeris errors, $\sigma_{\text{URA}}$ [3], [4]. These integrity parameters are key inputs to the airborne ARAIM algorithm, which defines positioning error bounds called protection levels.

Candidate ARAIM architectures for ISM generation include ‘Offline’ and ‘Online’ architectures [4]. Both architectures assume the Constellation Service Providers (CSP) meet their Service Provider Commitments, thereby ensuring bounds on the ISM integrity parameter values. However, in contrast with Offline, the Online architecture gives the Air Navigation Service Provider (ANSP) more control over the ISM parameters by generating and broadcasting its own orbit and clock ephemeris parameters. This new ephemeris, named the ‘overlay’ ephemeris, is different from the one transmitted in the CSP navigation message.

As indicated in Fig. 1, the overlay is generated using a global network of sparsely-distributed, dedicated ground reference stations (RS). The overlay, primarily intended for aircraft users, is broadcast in the ISM in addition to the integrity parameters. For Online ARAIM, the ISM is broadcast hourly, versus monthly for Offline ARAIM. But, the Online approach can help mitigate the Offline ARAIM availability risk caused by potentially weak CSP commitments on the achievable ranging performance. In other words, if the CSP specifies large values for $\sigma_{\text{URA}}$ and $P_{\text{sat}}$, the resulting service availability using Offline ARAIM is low. In contrast, Online ARAIM can tighten the bounds on these parameters by transmitting a precise orbit and clock ephemeris overlay.

A key component of Online ARAIM is the ground monitor. Its primary function is to ensure the consistency between the broadcast overlay performance and the ISM integrity parameters. Since ARAIM fault detection is performed at the airborne receiver, potential inconsistencies do not need to be communicated to the aircraft within a short time-to-alarm (as in SBAS). Instead, the ISM integrity parameters must take into account the hour-long ISM update interval. Also, in ARAIM, the ground monitor is a running continuously, in the background of the actual integrity monitoring process at the aircraft. This Online ARAIM monitor does not require an integrity requirement allocation, which, again, is different from monitors used in SBAS.

![Fig. 1 Overview of the Online ARAIM Architecture (gray-shaded elements indicate differences with the Offline architecture) [4].](image-url)
In response, in this work, we develop a new ONline Monitor (ONM) to ensure integrity of ephemeris overlay by establishing and controlling $\sigma_{\text{EBR}}$ and $P_{\text{sat}}$. The ONM is designed to be much simpler than the overlay orbit determination process, thereby facilitating ISM generator certification to ensure safety critical hazardous operations.

In order to devise a cohesive integrity monitoring architecture, the paper first establishes the relationship between integrity parameters ($\sigma_{\text{EBR}}$, and $P_{\text{sat}}$) and the ground monitor performance. The proposed monitor concept aims at detecting faults in the broadcast ephemeris. It is not intended to monitor against payload faults, even though it may provide a means to do so. In addition, the monitor exploits the fact that broadcast ephemerides have overlapping periods of validity. This is consistent with orbit and clock parameters transmitted in the GPS navigation message, which is typically updated every two hours but is valid over four hours [6]. Thus, the concept ONM can be used to monitor against faults in the overlay, as well as in the CSP ephemeris.

The paper then describes an example ONM implementation in three steps. First, the ONM determines the satellite positions independently of the overlay, using ground RS measurements and a simple parametric model (e.g., we use the GPS CNAV 23-parameter ephemeris model). Second, these ONM-generated satellite position estimates are subtracted from those obtained using the ephemeris overlay to produce a residual error history. Third, the residual error is processed using a straightforward ‘snapshot’ (instantaneous) monitor.

The first step in the process is crucial because the sensitivity of the monitor to ephemeris faults directly scales with the accuracy of the ONM-generated satellite position estimates. To investigate the feasibility of the ONM, a preliminary analysis is carried out. First, the impact on satellite positioning error of ground measurement uncertainty, including multipath and receiver noise, tropospheric delay, and errors in time-synchronization across RS, is evaluated using a covariance analysis. In parallel, the fidelity of the 23-parameter model is assessed. The model is fit to truth data obtained from precise, post-processed satellite clock and orbit data from the International GNSS Service (IGS). Residual errors from the covariance analysis and from the data fitting process amount to decimeter-level errors root-mean-squared. This preliminary analysis shows the potential of the ONM to distinguish nominal errors in the measured satellite positions from small-size, meter-level faults in the overlay.

**GROUND MONITOR CONCEPT**

**Motivation for a Simple ONM Monitor**

One of the main objectives of ARAIM is to fulfill an overall navigation integrity risk requirement noted $I_{\text{REQ}}$ (e.g., $I_{\text{REQ}}=10^{-7}$ [3]). The overlay ephemeris generation and dissemination process could be designed to ensure that the probability of occurrence of satellite ephemeris faults $P_{\text{sat}}$ is negligibly small with respect to $I_{\text{REQ}}$. This would be a direct but costly approach, because all software and hardware components involved in this process would have to be certified to extremely stringent levels of integrity.

A more practical approach is to use a simple, certifiable ONM and an overlay with a reasonably small failure rate. For example, in GPS, the CSP Performance Standard [7] guarantees a satellite fault rate of $10^{-5}/\text{hr}$, and the GPS ground segment has historically detected faults within an hour [8], thereby establishing a prior probability of satellite fault $P_{\text{sat}}$ of about $10^{-5}$. Similarly, we want the ONM to be a simple process, derived and implemented independently of the overlay ephemeris. Integrity in ARAIM is then ensured at the airborne receiver.

**Detection with Delayed Alert**

A major challenge in the design of this monitor is that notifications to the aircraft only occur during ISM updates, e.g., at regular hour-long intervals. Let $\tau_{\text{ISM}}$ be the time interval between successive ISM updates.

In order to account for $\tau_{\text{ISM}}$, we consider the Markov chain in Fig. 2. Assuming constant average failure and detection rates, the probability of fault and probability of detection are respectively noted $P_{\text{F}}$ and $P_{\text{D}}$. The Markov chain in Fig. 2 includes a set of three mutually exclusive, exhaustive states (0, 1, and 2). The chain can be described starting at the fault-free state ‘0’. If a fault occurs with probability $P_{\text{F}}$, then the system transitions to state ‘1’, where a fault exists, but is undetected. From state ‘1’, if the fault is detected with probability $P_{\text{D}}$, then the chain does not directly go back to the fault-free state ‘0’. Instead, it leads to an intermediary state ‘2’, where a fault exists, is detected, but an alert can only be sent at the next ISM update. Only when the new ISM update is issued does the system get back to fault-free state ‘0’. Thus, the intermediary state ‘2’ captures the delay in alert, which can be as large as $\tau_{\text{ISM}}$. 
Fig. 2 Markov Chain of Detection with Delayed Alert.

Assuming that the overlay ephemeris generation and Online monitoring are continuous processes, the steady-state performance of the system can be analyzed. Appendix A shows that the probability $P_{sat}$ of a fault affecting the aircraft, i.e., the probability of being in states ‘1’ or ‘2’, as time approaches infinity, is given by:

$$ P_{sat} = \frac{P_e + P_e P_D}{P_D + P_e + P_e P_D} \quad (1) $$

If the ONM detector is perfect, then $P_D = 1$. In addition, assuming an exponential distribution of faults (the exponential distribution is the only one assuming a constant average fault rate), then $P_e$ can be expressed as:

$$ P_e = \frac{\tau_{ISM}}{MTBF} \quad (2) $$

where $MTBF$ is the mean time between failures of the overlay ephemeris, and where $\tau_{ISM}$ is much smaller than $MTBF$. In this case, $P_{sat}$ becomes:

$$ P_{sat} = \frac{2\tau_{ISM}}{MTBF + 2\tau_{ISM}} \quad (3) $$

Equation (3) is analyzed in Fig. 3 for varying values of the desired $P_{sat}$ versus required $MTBF$ of the overlay generation process. Results are presented for color-coded values of $\tau_{ISM}$ ranging from five minutes (blue curve) to four hours (red). Fig. 3 shows that for the $\tau_{ISM}$-value of one hour (green curve), if the desired $P_{sat}$ is $10^{-5}$ ($P_{sat}=10^{-5}$ is assumed in ARAIM sensitivity analyses in [4]), then the required $MTBF$ is 22 years. For comparison, the specified $MTBF$ for GPS, which is the most reliable and mature GNSS, is about 10 years per satellite. This number is derived from the commitment by GPS to have no more than three major service failures per year for the entire GPS constellation [7]. Thus, the 22 year $MTBF$ for the overlay ephemeris would be extremely challenging to fulfill (and this number assumes a perfect detector, $P_D = 1$).

Fig. 3 also shows that the $MTBF$ requirement can be relaxed by considering more frequent ISM updates. For example, for a $\tau_{ISM}$ of 15 minutes (second blue curve), the $MTBF$ required to achieve $P_{sat}=10^{-5}$ is only 8 years. But, a 15 minute $\tau_{ISM}$ puts additional constraints on the connectivity between ground and aircraft.

Detection with Advanced Alert

As an alternative to relax the overlay ephemeris $MTBF$ requirement, an advanced alert detection concept is proposed, based on the following three assumptions.

- The ONM aims at detecting against orbit and clock ephemeris faults, not against satellite payload faults.
- Overlay ephemerides are updated every hour, and are valid over overlapping one-hour intervals, as displayed in Fig. 4.
- For a given ephemeris, a fault is equally observable throughout its period of validity; i.e., the error profile over the first hour is representative of the behavior during the second hour.

The second assumption on overlapping ephemerides is consistent with GPS ephemerides, typically updated every two hours, but valid over 4 hours; GPS ephemerides can therefore also be monitored using the ONM.

![Fig. 3 Desired Probability of Satellite Fault at Aircraft ($P_{sat}$) Versus Required $MTBF$ for the Ground’s Overlay Ephemeris, for Varying Values of the ISM Update Interval (Assuming ‘Perfect’ Detector with Delayed Alert).]
As illustrated in Fig. 4, two valid broadcast overlay ephemerides are continuously available to the user. In this concept monitor, the aircraft uses the oldest ephemeris, while the most recent is being monitored by the ground. For example, between hours 0 and 1, the aircraft uses ephemeris k-1, and the ONM monitors ephemeris k. Between hours 1 and 2, if ephemeris k was validated by the ONM, then the aircraft uses it without having been exposed to an unmonitored ephemeris between ISM updates.

It can be noted that there are special cases where the aircraft may not have access to the oldest of the two overlapping ephemerides, e.g., if the airborne receiver has been operating for less than an hour at the start of the approach. In this case, several alternative solutions can be considered: the old ephemeris could be loaded at takeoff; or, both ephemerides could be transmitted in the ISM; or, the aircraft could use CSP ephemerides monitored by the Offline ARAIM function if the corresponding integrity parameters are broadcast (they represent a much smaller amount of data than the overlay ephemeris).

The advanced alert detection process is modeled using the Markov chain presented in Fig. 5. Similar to Fig. 2, the Markov chain includes three states, and is described starting from the fault-free state ‘0’. If a fault occurs, the system transitions into a latent fault state ‘1’, where the fault on the most recent ephemeris can be seen at the ground, but is not at the aircraft yet. If the fault is detected at state ‘1’, then the system goes back to fault-free conditions without ever affecting the aircraft. Conversely, if the fault is not detected at state ‘1’, then the system enters the active fault state ‘2’, where the fault impacts the aircraft. In state ‘2’, the fault is still observable at the ground, which has further opportunities to detect (with probability \(P_d(f)\)) and alert (at the next ISM update), thereby bringing the system back to fault-free conditions.

![](image)

**Fig. 4 Online Monitor Concept Under the Overlapping Ephemeris Assumption.**

**Fig. 5 Markov Chain of Detection with Advanced Alert.**

In this case, \(P_{sat}\) is the probability of being in state ‘2’ as time approaches infinity, which Appendix B proves is given by:

\[
P_{sat} = \frac{P_F - P_F P_D}{P_F + P_D} \tag{4}
\]

In contrast with equation (1), equation (4) shows that a perfect detector \((P_D=1)\) can reduce \(P_{sat}\) to zero. More realistically, the probability of detection \(P_D\) will vary with fault magnitude \(f\). As \(f\) increases, \(P_D\) approaches one. This dependency on \(f\) is captured in the following equation:

\[
P_{sat}(f) = \frac{P_F - P_F P_D(f)}{P_F + P_D(f)} \tag{5}
\]

where \(P_F\) is a function of the MTBF specified by overlay generation system. Further evaluation of \(P_F\) is outside the scope of this paper. This paper focuses on \(P_D(f)\), which is defined by the ONM.

Let \(q\) be the ONM detection test statistic. \(P_d(f)\) can be expressed in terms \(q\) as:

\[
P_d(f) = P\left( q \geq T \mid f \right) \tag{6}
\]

where \(T\) is the detection threshold set to limit loss of availability under fault-free conditions. We assume that the aircraft does not use updated ISM information received during the short (150 sec) duration of an
approach; therefore broadcast ONM notifications do not cause mission interruptions (i.e., loss of continuity). Thus, $T$ is not set to satisfy a continuity requirement (as is often the case, e.g., in [9], [10], [11]), but instead to meet an availability requirement.

In parallel, we define the statistic $q$ in equation (6) as part of the ONM design. If the probability distribution of $q$ is known, then $P_q(f)$ can be evaluated for any $f$. In particular, the fault magnitude $f$ can be determined, which provides a $P_q(f)$ such that the resulting $P_{sat}(f)$ is acceptable — for example, $P_{sat} = 10^{-5}$ as assumed in [4].

Finally, let $\sigma_{UR,A}$ be the standard deviation of the ranging measurement uncertainty due to satellite orbit and clock errors (also referred to as user range accuracy or URA). Reference [7] defines a fault $f_*$ as an error exceeding a multiple of $\sigma_{UR,A}$, i.e., as:

$$f^* \geq Q^{-1}(P_{sat}/2)\sigma_{UR,A} \quad (7)$$

where $Q^{-1}(\cdot)$ is the inverse tail probability function of the standard normal distribution. $f_*$ is defined in [7] as $4.42\sigma_{UR,A}$ for $P_{sat} = 10^{-5}$. (Reference [7] also suggests that nominal ephemeris errors $\varepsilon$ are over-bounded in the cumulative distribution function (CDF)-sense [12] by a zero-mean normal distribution with standard deviation $\sigma_{UR,A}$ for $\varepsilon < f_*$. The validity of the Gaussian over-bound can be ensured using Offline monitoring methods described in [4].)

Equations (5) to (7) establish an analytical relationship between the $MTBF$ specified by the ground’s overlay ephemeris generation system, the detection performance of the ground’s ONM, the desired $P_{sat}$ at the aircraft, and the achievable $\sigma_{UR,A}$ at the aircraft. This relationship is crucial for the design, analysis, and implementation of the ONM. First, equations (5) to (7) provide the means to determine the achievable $\sigma_{UR,A}$-value using the Online ARAIM architecture. (Reducing $\sigma_{UR,A}$ is the primary motivation for the Online architecture as it is shown in [4] to have a dramatic impact on availability performance.) Second, equations (5) to (7) will be used operationally to validate $P_{sat}$ and $\sigma_{UR,A}$ values broadcast to the aircraft, based on the ground’s overlay generation and ONM detection performance.

The next sections define a preliminary version of the ONM detection test statistic $q$ in equation (6), and evaluate the main sources of error impacting $q$.

**GROUND MONITOR DESIGN**

This section describes an example ONM implementation in three steps. First, the ONM determines the position and clock deviations for each satellite individually. Second, these ONM-generated satellite position estimates are subtracted from those independently obtained using the ephemeris overlay. Third, the residual error profile is analyzed to define the ONM detection test statistic.

**Step 1: Truth Orbit Determination**

The ONM uses measurements from a global, sparse network of dedicated ground reference stations (RS). In this paper, we consider an example network of 17 RS collocated with GPS monitor stations (shown in Fig. 6).

This network ensures that each satellite can continuously be tracked by at least two reference stations, which provides redundancy in case of single-RS failure. This sparse network does not allow reverse positioning (four RS simultaneously observing a space vehicle (SV) are required to directly estimate the satellite position — this network only guarantees continuous tracking by two stations). Instead, the ONM determines SV trajectory using measurements collected over time, and using a dynamic model of the satellite orbit and clock. To facilitate certification, we use a simple parametric model.

For example, in this paper, we use the GPS CNAV 23-parameter orbit and clock ephemeris model [6]. Let $p_i$ be the $23 \times 1$ vector of GPS ephemeris model parameters for satellite $i$, and let $g(p_i)_k$ be the $4 \times 1$ vector of satellite position and clock offset (with respect to GPS time) derived from the model at time $k$. The true position $x_{i,k}$ and clock offset $\tau_{i,k}$ of satellite $i$ at time $k$ can be expressed as:

$$\begin{bmatrix} x_{i,k} \\ \tau_{i,k} \end{bmatrix} = g(p_i) + \begin{bmatrix} \Delta x_{i,k} \\ \Delta \tau_{i,k} \end{bmatrix} \quad (8)$$

where $\Delta x_{i,k}$ and $\Delta \tau_{i,k}$ are the deviations between $x_{i,k}$ and $\tau_{i,k}$ and the position and clock derived from the orbit model $g(p_i)$. $\Delta x_{i,k}$ and $\Delta \tau_{i,k}$ represent the model’s inability to perfectly capture the true orbit.

The GPS orbit model is valid over a four-to-six-hour time interval noted $T_{FIT}$ [6]. (Sensitivity to $T_{FIT}$ is evaluated in the next section.) The following paragraphs describe the ONM’s method to determine the ephemeris parameters $p_i$, for which the model best fits the measurements collected at the RS over $T_{FIT}$.
Dual-frequency code and carrier measurements from satellite $i$, received at RS $j$, at time $k$, are respectively expressed as:

$$i/j \rho_k = \| x_j - x_{i,k} \| + \tau_{i,k} + i/j \epsilon_{p,k}$$

$$i/j \phi_k = \| x_j - x_{i,k} \| + \tau_{i,k} + i/j \eta + i/j \epsilon_{q,k}$$

where

- $x_j$ is the known location of RS $j$, for example, in Earth-Centered Earth-Fixed (ECEF) reference frame.
- $x_{i,k}$ is the unknown location of SV $i$ at time $k$.
- $\tau_{i,k}$ is the unknown clock offset of SV $i$ at time $k$.
- $\eta$ is the unknown, constant carrier phase cycle ambiguity for SV $i$ at RS $j$.
- $\| \|$ is the Euclidean norm operator, in this case providing the distance between RS $j$ and SV $i$.

The code and carrier phase measurement error terms are respectively noted $i/j \epsilon_{p,k}$ and $i/j \epsilon_{q,k}$. They account for receiver noise, multipath error, tropospheric delay, and errors in the time-transfer process required to synchronize reference stations. A detailed measurement error model, accounting for time-correlation and for correlation across RS is given in Appendix C.

A Newton-Raphson process (e.g., described in [13]) is employed to iteratively estimate the ephemeris parameters $\mathbf{p}_i$. We can use the CSP ephemeris parameters as an initial guess $\overline{p}_i$ for $\mathbf{p}_i$. First, equation (10) is linearized about an initial guess $\mathbf{g}(\overline{p}_i)$ of $x_{i,k}$ and $\tau_{i,k}$. Then, equation (8) is linearized about $\overline{p}_i$. (This two-step process could equivalently be performed in a single step, but the intermediary result will become useful later in the paper). Substituting the result of the second linearization step into the first one yields the following equation:

$$i/j \delta \rho_k = [i/j \mathbf{e}_k^T \ 1] \mathbf{A}_{i,k} \delta \mathbf{p}_i + i/j \epsilon_{p,k}$$

where

- $\delta$’s indicate deviations from nominal values.
- Nominal values are iteratively refined as part of the Newton-Raphson process.
- $i/j \mathbf{e}_k$ is the $3 \times 1$ unit line of sight vector between SV $i$ and RS $j$ at time $k$ in ECEF.
- $\mathbf{A}_{i,k}$ is a $4 \times 23$ matrix of numerically-derived partial derivatives of the position coordinates of SV $i$ at time $k$ over the ephemeris parameters.

$$\mathbf{A}_{i,k} = \begin{bmatrix}
\frac{\partial x_{i,k}}{\partial p_1} & \cdots & \frac{\partial x_{i,k}}{\partial p_{23}} \\
\frac{\partial y_{i,k}}{\partial p_1} & \cdots & \frac{\partial y_{i,k}}{\partial p_{23}} \\
\frac{\partial z_{i,k}}{\partial p_1} & \cdots & \frac{\partial z_{i,k}}{\partial p_{23}} \\
\frac{\partial \tau_{i,k}}{\partial p_1} & \cdots & \frac{\partial \tau_{i,k}}{\partial p_{23}}
\end{bmatrix}$$

We used the notations: $\delta \mathbf{p}_i = [x_{i,k} \ y_{i,k} \ z_{i,k}]^T$ and $\delta \mathbf{p}_i = [p_1 \ \ldots \ p_{23}]^T$.

The parameters to be estimated or ‘states’ are $\delta \mathbf{p}_i$. To do so, measurements $i/j \delta \rho_k$ and state coefficients $[i/j \mathbf{e}_k^T \ 1] \mathbf{A}_{i,k}$ are stacked over $T_{FIT}$, from time 1 to time $K$. The resulting measurement vector and state coefficient matrix are written as:

$$i/j \delta \mathbf{p} = \begin{bmatrix}
[i/j \delta \rho_1] \\
\vdots \\
[i/j \delta \rho_K]
\end{bmatrix} \quad \text{and} \quad i/j \mathbf{B} = \begin{bmatrix}
[i/j \mathbf{e}_1^T \ 1] \mathbf{A}_{i,1} \\
\vdots \\
[i/j \mathbf{e}_K^T \ 1] \mathbf{A}_{i,K}
\end{bmatrix}$$

Measurements and state coefficients are then stacked for all RS tracking SV $i$ during $T_{FIT}$, i.e., for RS 1 to $J$. The resulting code measurement vector and state coefficient matrix are given by:

$$i/j \delta \mathbf{p} = \begin{bmatrix}
[i/j \delta \rho_1] \\
\vdots \\
[i/j \delta \rho_K]
\end{bmatrix} \quad \text{and} \quad i/j \mathbf{B}_{x} = \begin{bmatrix}
[i/j \mathbf{B} \ 0_{K \times 1} \ 0_{K \times 1} \\
\vdots \\
[i/j \mathbf{B} \ 0_{K \times 1} \ 0_{K \times 1}]
\end{bmatrix}$$

where $0_{a \times b}$ is an $a \times b$ matrix of zeros. To lighten notations, we assumed that all RS track SV $i$ over $K$ time epochs.

Fig. 6 Example Network of Ground Reference Stations Used in the Online Monitor Evaluation.
The same operation is carried out for carrier measurements, for which state coefficients include one’s for constant cycle ambiguities that must be estimated as well. The resulting state coefficient matrix is:

\[
\mathbf{B}_\phi = \begin{bmatrix}
\mathbf{B} & \mathbf{1}_{K \times 1} \\
\vdots & \ddots \\
\mathbf{B} & \mathbf{0}_{K \times 1} \\
\end{bmatrix}
\]  

where \( \mathbf{1}_{a \times b} \) is an \( a \times b \) matrix of one’s.

Finally, code and carrier measurements, and their corresponding state coefficients, are stacked together as follows:

\[
\mathbf{z}_i = \begin{bmatrix}
\mathbf{\delta p}^T \\
\mathbf{\delta \phi}^T
\end{bmatrix} \quad \text{and} \quad \mathbf{B}_i = \begin{bmatrix}
\mathbf{B}_p^T \\
\mathbf{B}_\phi^T
\end{bmatrix}
\]

The weighted least-squares estimate of the orbit parameter vector for SV \( i \), over \( T_{FIT} \), is obtained using the following equation:

\[
\mathbf{\delta p}_i = \left( \mathbf{B}_i^T \mathbf{V}_i^{-1} \mathbf{B}_i \right)^{-1} \mathbf{B}_i^T \mathbf{V}_i^{-1} \mathbf{z}_i
\]  

where \( \mathbf{V}_i \) is the measurement error covariance matrix discussed in Appendix C. Equation (16) is used in the Newton-Raphson process to fit the 23-parameter model to the RS measurements. The resulting orbit and clock estimates are determined using a simple, certifiable process, independently of the overlay ephemeris.

Step 2: ‘Overlay Minus ONM’ Residual Error

As shown in Fig. 4, at each ISM update, the ONM evaluates the new overlay ephemeris over one hour. The estimated satellite orbit and clock derived from the overlay are then compared to the ONM-generated estimates over the same period.

The orbit and clock estimates obtained from the overlay ephemeris should be as precise, or probably even more precise than the ones derived by the ONM. On the one hand, overlay ephemeris are predicted, not directly estimated using current time measurements as in the ONM. But, on the other hand, the overlay’s orbit and clock determination process can be much more elaborate than simply fitting a 23-parameter model to data.

The difference between the overlay and the ONM satellite position and clock estimates, \( \mathbf{x}_{LAY,i,k} \), and that of the ONM, \( \mathbf{x}_{ONM,i,k} \), at time \( k \), is expressed as:

\[
\mathbf{r}_{i,k} = \mathbf{x}_{ONM,i,k} - \mathbf{x}_{LAY,i,k}
\]  

Let us finally express the residual errors in a satellite-fixed local-level (LL) {radial, in-track, cross-track} reference frame as:

\[
\mathbf{r}_{LL,i,k} = \mathbf{R}_{LL,i,k} \mathbf{r}_{i,k}
\]  

where

- \( \mathbf{r}_{LL,i,k} \) is the LL ‘overlay minus ONM’ residual
- \( \mathbf{r}_{i,k} \) is the ECEF residual
- \( \mathbf{R}_{LL,i,k} \) is the ECEF to LL rotation matrix

Step 3: Monitor Test Statistic Definition

The output of Step 2 is a \( 4 \times 1 \) residual vector \( \mathbf{r}_{LL,i,k} \) in equation (17). A straightforward detection test could be carried out based on the weighted norm \( \mathbf{r}_{i,k} \). This would mean that SV positioning uncertainties are equally treated in all three LL position coordinates. However, it is known that, for aircraft users near the surface of the earth, SV radial positioning and clock errors have a larger impact than non-radial positioning errors. As illustrated in Fig. 7, the worst-case impact for any user on earth of non-radial positioning errors is obtained using a scaling factor of approximately 0.24.

In this paper, to account for this geometric constraint, we evaluate the signal in space range error (SISRE) \([14], [15], [16]\). Multiple versions of SISRE can be found in the literature. We consider the following equation:

\[
\mathbf{r}_{SISRE,i,k} = \left( \mathbf{r}_{R,i,k} + \mathbf{r}_{CLK,i,k} \right) + 0.24 \text{sgn}(\mathbf{r}_{R,i,k} + \mathbf{r}_{CLK,i,k}) \sqrt{r_{R,i,k}^2 + r_{CLK,i,k}^2}
\]

where

- \( \mathbf{r}_{R,i,k} \) the radial position component of the residual
- \( \mathbf{r}_{A,i,k} \) the along-track position component
- \( \mathbf{r}_{C,i,k} \) the cross-track position component
- \( \mathbf{r}_{CLK,i,k} \) the clock component (in unit length)

Let \( n_{MON} \) be the number of sample residuals collected over the one hour monitoring period. For each SV \( i \), a residual profile \( \mathbf{r}_{SISRE,i,k} \), for \( k = 1, \ldots, n_{MON} \), is obtained. This error profile is used to establish a detection test statistic. For example, a straightforward ‘snapshot’ monitor can be considered, where the statistic \( q_i \) for SV \( i \) is the largest residual over the monitoring period:

\[
q_i = \max_{k=1, \ldots, n_{MON}} \left\{ r_{SISRE,i,k} \right\}
\]  

\[20\]
This test statistic $q_i$ can be used in equations (5) to (7) to determine the $\sigma_{UR\lambda}$-value achievable using Online ARAIM. At present, there is not enough publicly available information to evaluate the overlay ephemeris performance. The next section therefore focuses on error sources impacting Step 1. These error sources will probably be the largest contributors to the uncertainty in $q_i$.

PRELIMINARY GROUND MONITOR EVALUATION

This section aims at assessing the ONM performance in Step 1 of its derivation, i.e., at answering the following question: how well can satellite positions and clock be estimated using a sparse network of reference stations?

A two-step evaluation of the ONM-generated orbit and clock estimates is presented. First, a covariance analysis is used to evaluate the impact of RS measurement errors on the estimated SV position, assuming that the 23-parameter orbit model perfectly fits the true orbits. Then, assuming perfect measurements, we quantify the fidelity of the 23-parameter model to true GPS orbit data obtained from the International GNSS Service (IGS), for all satellites over multiple days.

Covariance Analysis

With the notations of equations (8) to (19), the position and clock estimate error covariance in a LL reference frame, for SV $i$ at time $k$, using measurements collected over $T_{FIT}$ at all RS, is expressed as:

$$ P_{LL,i,k} = R_{LL,i,k} A_{i,k} B_i^{\dagger} V_i^{\dagger} B_i \big( B_i^{\dagger} V_i^{\dagger} B_i \big) \big( B_i^{\dagger} V_i^{\dagger} B_i \big) A_{i,k}^T R_{LL,i,k}$$  \hspace{1cm} (21)

The diagonal elements of $P_{LL,i,k}$ are the variances of the clock and orbit errors in LL reference frame. This covariance analysis focuses on the radial positioning error component because it is the largest contributor to SISRE [14], [15], [16]. (The distribution of the non-linear SISRE equation (19) makes it difficult to determine its distribution. This issue will be addressed in future work.)

To illustrate the orbit estimation process, a single four-hour long SV trajectory is first represented in Fig. 8. The satellite ground track is displayed with multiple overlapping lines, which are color-coded consistently with RS: colors indicate at which point the SV is tracked by which RS.

Figure 9 shows the radial satellite positioning deviation profile over the four hour $T_{FIT}$. The standard deviation varies between 0.09m and 0.14 m. The lower chart in Fig. 9 shows that the satellite was continuously tracked by at least four and up to six RS.
This process is repeated in Fig. 10 for all satellites of a nominal 24-SV GPS constellation [6], for four-hour long fitting periods starting at regular 30 minute intervals. In Fig. 10, satellite PRNs are color-coded. Crosses represent maximum values of the standard deviations within each $T_{fit}$-profile. For example, in Fig. 9, the max value is identified by a cross (rightmost point of the curve); such a value is represented in Fig. 10 at each half hour, and for each satellite. Overall, these max values do not exceed 0.31 m (as indicated in the figure legend). In addition, solid lines show mean values of the radial SV positioning error standard deviations within each fit interval. Mean values vary from about 0.08 m to 0.17 m, with an overall mean of 0.12 m.

The results in Fig. 10 indicate that high accuracy (decimeter level) ONM estimation of the orbit parameters is possible. But, they do not quantify modeling errors using the GPS CNAV 23-parameter ephemeris model.

**Fidelity of GPS Ephemeris Orbit and Clock Model to Data**

The above covariance analysis quantifies SV positioning errors assuming that the parametric model perfectly captures the true orbit and clock. But, because the model uses a small, finite number of parameters, residual model errors remain, which are evaluated in this section.

Precise orbit and clock ‘truth’ data is obtained from IGS, which is accurate to within five centimeters [17]. To evaluate model error, the GPS CNAV 23-parameter model [7] is fit to IGS truth data over 4 hour intervals. This operation is repeated over a 10-day period from 01/01/2014 to 01/10/2014, for all healthy GPS satellites. Figure 11 shows typical time-profiles of radial position error (thin solid lines) and SISRE (thick lines) for PRN5, over a 24 hours (on 01/01/2014). The color-code helps distinguish different four-hour-long fit intervals. Vertical $t_{oe}$-lines indicates the time of ephemeris, which is at the centre of each overlapping four-hour window. The results show that orbit model accuracy relative to truth appears to be about 0.05 m root-mean-squared (RMS) over four hours.

Figure 12 uses the same approach as in Fig. 11 to quantify residual model errors, which are root-mean-squared for all time-profiles over 10 days (for $T_{fit} = 4$ hours), and for each satellite. In this case, the color code indicates different SV block types. Overall residual model error (RMS SISRE) per block type are given in legend: they range from 0.16 m for block II-A SVs to 0.06 m for block II-R-M SVs. Overall maximum errors range from 0.78 m for block II-A SVs to 0.34 m for block II-R-M SVs.

It is worth noting that the most recent block II-F satellites do not seem to perform better than the earlier block II-R and II-R-M satellites. This is caused by outlier results for PRN1 and PRN24. In both cases, we have determined that these larger RMS and maximum SISRE values are caused by clock errors. Clock errors for PRN1 and PRN24 are respectively plotted in Fig. 13 and 14. (These error profiles are obtained by fitting the ephemeris clock model (quadratic fit) to IGS clock data.) PRN24 is the only satellite using a Cesium clock, which is less accurate than Rubidium clocks used on other SVs [18]. PRN24 is therefore expected to exhibit larger clock errors. The periodic noisy error profile shown in Fig. 13 (and repeated over the ten day evaluation period) could be explained by the fact that PRN1 probably was in eclipse season [18]. This is supported by the fact that PRN1’s erratic clock behavior is no longer observed in July 2014.
Sensitivity of Estimation Errors to Parametric Orbit and Clock Model

The GPS CNAV 23-parameter orbit and clock model was selected for its relative simplicity. To illustrate the impact of the parametric model, Fig. 15 shows residual model errors obtained using the legacy GPS 18-parameter orbit and clock model (currently broadcast by most GPS SVs). The RMS SISRE results are represented with white-filled squares for the legacy model, and with color-filled squares for the CNAV model. Overall RMS results per block-type are given in legend for the legacy model. As expected, model errors are significantly reduced using the 23-parameter model as compared to the 18-parameter model.

Sensitivity of Orbit and Clock Estimation to Fit Interval

To provide insight into the fitting process, Fig. 16 shows the maximum radial positioning standard deviations (from covariance analysis) and the RMS SISRE of the residual model error (‘model minus truth’) for varying values of the fit interval $T_{\text{FIT}}$. On the one hand, the longer $T_{\text{FIT}}$ is, the lower the positioning standard deviation becomes, because measurement errors are averaged over longer periods. On the other hand, residual model errors increase with $T_{\text{FIT}}$ because the true orbit profile becomes more complex while the parametric model remains unchanged (based on the same 23 parameters). Figure 16 suggests that the choice of $T_{\text{FIT}} = 4$ hours was pertinent.

Summary for the Preliminary Performance Evaluation

This section has identified and evaluated two primary sources of error affecting the ONM detection test statistic. First, the radial SV positioning error standard deviation caused by RS measurement errors was evaluated to range between the following values:

$$0.1 \, \text{m} \leq \sigma \leq 0.3 \, \text{m}$$  \hspace{1cm} (22)

Then, the RMS SISRE caused by model errors is expected to be within the following bounds:

$$0.05 \, \text{m} \leq b \leq 0.7 \, \text{m}$$  \hspace{1cm} (23)

The upper value in that range really is conservative because multi-constellation ARAIM in the next decade will probably only use the most recent SVs (block II-A satellites will no longer be operational), and because the outlier clock errors observed on PRN1 and PRN24 can reliably be predicted, and therefore mitigated.

These results are promising because if the lower bounds in equations (22) and (23)
CONCLUSION

This paper describes the design and preliminary evaluation of a new ONline Monitor (ONM) for dual-frequency, multi-constellation ARAIM. Ground monitoring methods are established to validate the integrity parameters that are then used at the airborne ARAIM algorithm to guarantee navigation safety.

The ONM exploits hourly updates of the integrity support message (ISM) to detect overlay ephemeris faults and send alerts. The paper makes relevant assumptions under which the ONM detection capability at the ground is directly linked to integrity parameters broadcast to the aircraft in the ISM. These parameters include the ranging error variance and the prior fault probability associated with satellite orbit and clock ephemeris errors. The paper introduces a new Online ARAIM detection method with advanced alert, which provides the means to tighten the bounds on the integrity parameters as compared to Offline ARAIM.

A preliminary evaluation of the ONM is carried out to quantify the improvement brought by Online ARAIM. Ground station measurement uncertainty and SV clock and orbit model errors are identified as two primary sources of error affecting the ONM detection test statistic. Results suggest that decimeter-level satellite position and clock estimation errors can be achieved, but further analysis is required to determine the distribution of the ONM detection test statistic.

APPENDIX A: SATELLITE FAULT PROBABILITY USING DETECTION WITH DELAYED ALERT

This appendix provides a derivation for equation (1). The Markov chain in Fig. 2 can be expressed in equation form as:

\[ P_0 (k+1) = (1-P_F)P_0 (k) + P_F (k) \]  \hspace{1cm} (A.1)

\[ P_1 (k+1) = P_F P_0 (k) + (1-P_D)P_1 (k) \]  \hspace{1cm} (A.2)

\[ P_2 (k+1) = P_D P_1 (k) \]  \hspace{1cm} (A.3)

At steady state, equations (A.1) to (A.3) become:

\[ P_0 = (1-P_F)P_0 + P_2 \]  \hspace{1cm} (A.4)

\[ P_1 = P_F P_0 + (1-P_D)P_1 \]  \hspace{1cm} (A.5)

\[ P_2 = P_D P_1 \]  \hspace{1cm} (A.6)

Equations (A.4) and (A.5) can be rewritten as:

\[ P_2 = P_F P_0 \]  \hspace{1cm} (A.7)

\[ P_1 = \frac{P_F}{P_D} P_0 \]  \hspace{1cm} (A.8)

In addition, since state ‘0’ to ‘2’ compose a set of mutually exclusive, exhaustive events, the following equation is true:

\[ 1 = P_0 + P_1 + P_2 \]  \hspace{1cm} (A.9)

Substituting equation (A.7) and (A.8) into (A.9), \( P_0 \) can be expressed as:

\[ P_0 = \frac{P_D}{P_D + P_F + P_F P_D} \]  \hspace{1cm} (A.11)
The probability of a fault impacting the aircraft is the probability of being in states ‘1’ or ‘2’, which can be written as \( P_{\text{sat}} = 1 - P_0 \). Substituting equation (A.11) into equation (1) yields equation (A.12):

\[
P_{\text{sat}} = \frac{P_F + P_0 P_D}{P_F + P_F P_D}.
\]

**APPENDIX B: SATELLITE FAULT PROBABILITY USING DETECTION WITH ADVANCED ALERT**

This appendix provides a derivation for equation (4). The Markov chain in Fig. 5 can be expressed in equation form as:

\[
P_0 (k+1) = (1-P_F)P_0 (k) + P_DP_1 (k) + P_FP_2 (k) \tag{B.1}
\]

\[
P_1 (k+1) = P_FP_0 (k) \tag{B.2}
\]

\[
P_2 (k+1) = (1-P_D)P_1 (k) + (1-P_F)P_2 (k) \tag{B.3}
\]

The next few steps are the same as in Appendix A. Express the steady-state form of these equations, use equation (A.9), which is still valid in this case. The following three equations are obtained:

\[
P_0 = \frac{P_D}{P_F - P_F P_D} P_2 \tag{B.4}
\]

\[
P_1 = \frac{P_F P_2}{1-P_D} \tag{B.5}
\]

\[
P_2 = 1 - P_0 - P_1 \tag{B.6}
\]

Substituting equations (B.4) and (B.5) into (B.6), and recognizing that the probability of a fault impacting the aircraft is the probability of being in state ‘2’, i.e., \( P_{\text{sat}} = P_2 \), we obtain equation (4):

\[
P_{\text{sat}} = \frac{P_F P_2}{P_F + P_FP_D}.
\]

**APPENDIX C: REFERENCE STATION MEASUREMENT ERROR MODEL**

This appendix describes the RS measurement error model. Sources of error affecting code and carrier phase measurements include receiver noise and multipath, troposphere, and the time-transfer process needed to synchronize the network.

We assume raw code and carrier measurement error standard deviations of 0.5 m and 0.01 m, respectively. These standard deviations are multiplied by a 2.588 factor to account for the ionosphere-free combination at L1 and L5 frequencies. A 5 min sample interval is implemented to decorrelate multipath errors. A zenith tropospheric error model with standard deviation of 0.05 m (scaled for lower elevation satellites using the tropospheric mapping function given in [3] [4]) and a time constant of two hours is also used.

In addition, RS are not time-synchronized. In response, at a given RS, we estimate the ground receiver clock bias using code and carrier measurements from all visible SVs, except for the one SV being monitored. This assumes that the other SV positions are known – but we are trying to establish true SV positions. We solve this problem iteratively, taking as initial guess the CSP navigation message (rather than the overlay), solving for RS time, then for SV position.

The measurement error covariance matrix \( \mathbf{V}_i \) in equations (16) and (21) takes all of these parameters into account. Off-diagonal components of \( \mathbf{V}_i \) account for the facts (a) that troposphere and time-transfer errors are identical for code and carrier, (b) that tropospheric error is time-correlated (it is modeled here as a first-order Gaussian-Markov Process with a two hour time constant), and (c) that the time-transfer process is correlated across RS’s.
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